Visual navigation and obstacle avoidance using a steering potential function
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Abstract

Humans have a remarkable ability to navigate using only vision, but mobile robots have not been nearly as successful. We propose a new approach to vision-guided local navigation, based upon a model of human navigation. Our approach uses the relative headings to the goal and to obstacles, the distance to the goal, and the angular width of obstacles, to compute a potential field over the robot heading. This potential field controls the angular acceleration of the robot, steering it towards the goal and away from obstacles. Because the steering is controlled directly, this approach is well suited to local navigation for nonholonomic robots. The resulting paths are smooth and have continuous curvature. This approach is designed to be used with single-camera vision without depth information but can also be used with other kinds of sensors. We have implemented and tested our method on a differential-drive robot and present our experimental results.

We propose a method for obstacle avoidance that uses a single camera without recovering depth. One solution to this problem is to compute optical flow in order to estimate the “time to impact” which can then be used to steer around fast-approaching obstacles \cite{1,4,19}. In our approach, however, we rely only upon the headings to obstacles and their angular widths: features that can be extracted with relative ease and good accuracy. Our approach to obstacle avoidance requires only this information, but if the distances to obstacles are available (even coarse depth information), through vision or some other sensing modality, it can be easily incorporated.

Our method is based on Fajen and Warren’s model of human navigation \cite{7,8,29}. This model takes the relative heading and distance to the goal and obstacles and computes an angular acceleration to steer the robot towards the goal and away from obstacles. There are many advantages to the general framework of this model. Because it controls angular acceleration, it is directly applicable to steering nonholonomic vehicles: the resulting paths are smooth and have continuous curvature. The paths also have a “natural look”, as one would expect from a model based on human navigation. The method is completely reactive and is simple and fast to compute.
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1. Introduction

Local navigation is a fundamental problem for mobile robots operating in real-world environments: a robot must make progress towards a goal location while avoiding unexpected obstacles. Usually, robots make use of active sensors such as SONAR and scanning laser rangefinders. However, we know through our own personal experience that it is possible to navigate locally using only vision. Transferring this capability to robots has been difficult.

Though a rich sensing modality, vision has a number of shortcomings as a sole sensing modality for obstacle avoidance. Three-dimensional scene recovery using stereo vision requires two cameras. Camera calibration is important for getting accurate results, and the computational cost is high. It is possible to recover depth to obstacles using a single camera, but this requires either structure from motion techniques \cite{26} (which are also computationally expensive) or a ground plane assumption (e.g., \cite{11}).
However, Fajen and Warren’s model is not directly suitable for vision-based robot navigation for several reasons: (1) obstacles are treated as points with no extent, (2) knowledge of obstacle distance is used, and (3) collisions with obstacles are possible.

We have adapted and extended Fajen and Warren’s model to accommodate obstacles of finite width, to use the angular width of an obstacle instead of its distance, and to use speed control to guarantee that the robot will not collide with an obstacle. The resulting model retains the advantages of being reactive, simple to compute, and directly applicable to controlling nonholonomic robots, while now being suitable for obstacle avoidance on a mobile robot.

In our study of Fajen and Warren’s model, we found that it can be interpreted as following a potential field over the robot heading angles. The goal corresponds to an attractor that pulls the robot heading towards the goal, and obstacles correspond to repellors that push the robot heading away. However, this potential field is quite unlike the traditional potential fields in robotics. Since the heading to the obstacles and the goal changes as the robot moves, the potential landscape also changes; for traditional potential fields, the potential is static and is fixed in the world frame. In addition, local minima in our potential are not the problem that they are for traditional potential fields — any local minimum in our potential will steer the robot around the obstacles (robot and obstacle widths notwithstanding) and will eventually become a global minimum! We have found the potential field interpretation of Fajen and Warren’s model to be more easily understandable and to provide greater insight into the operation of this model. We present our extensions to the model in this paradigm, and one of our extensions depends on the potential values.

After a review of related work in Section 2, we describe Fajen and Warren’s model in detail in Section 3, both in the original acceleration formulation and in our potential field formulation. In Section 4, we describe our extensions to this model. We have implemented and tested our model on a differential drive robot; details of our experiments and results appear in Section 5.

2. Related work

There have been many different approaches to local navigation for mobile robots. Early obstacle avoidance work used sonar sensors almost exclusively; today, scanning laser rangefinders are often used. Most of the earliest obstacle avoidance methods were based on the potential field approach, so we begin our review of related work there. While potential fields are still used for local navigation, there are a number of other commonly used techniques which we review next. Finally, we review some work from the dynamical systems approach to behavior, which was the inspiration for the Fajen and Warren model.

2.1. Potential fields

The potential fields approach to local navigation was developed by Khatib [14] in the 1980’s to create real-time systems. With the limited computational resources in the early years of robotics, the prevalent approach of modeling (i.e., map building) and geometric motion planning simply required too much computation to operate in real time. Potential fields provide a simple and easily computed method to reach a goal location while avoiding unknown obstacles.

One shortcoming of this approach is that a robot can get stuck in a local minimum of the potential. A variety of approaches have been proposed for a robot to find its way out of these spots, including active search, backtracking, and random walks [6,18]. Methods have also been proposed that use a navigation function [20] (a local-minimum-free potential) on a local map [3,15].

Another problem with potential fields is that they specify a direction that the robot should move, and this may not respect nonholonomic constraints, e.g., for a car-like or differential-drive robot. There have been several approaches to this problem: deforming the potential field to respect the nonholonomic constraints [23], using control techniques to track the path produced by the potential field [12,16], and using a potential field that respects the nonholonomic constraints [25,5]. In addition, there are methods for tracking a preplanned path that make use of potential fields for obstacle avoidance, e.g., [17].

One variation of the potential field approach that uses the bearing, distance, and orientation of an obstacle was proposed by Khatib and Chatila [13]. They compute a force from a traditional potential field but then modify this force to control the rotation of the robot, resulting in more direct paths when obstacles do not impede the path to the goal.

2.2. Obstacle avoidance methods

There have been many other approaches to local navigation that have departed from the potential field approach. Borenstein and Koren’s vector field histogram (VFH) method [2] transforms a local map into a one-dimensional discretized “polar obstacle density” function. This density function is explicitly searched for a heading close to the goal heading where there is low (or zero) obstacle density. While this approach can better pick a heading direction due to the explicit search, it does not account for robot dynamics. This method has been extended to incorporate robot dynamics and local search, resulting in the VFH+ and VFH* methods [27,28].

Nonholonomic constraints were incorporated into the steer angle field approach of Feiten et al. [9]. In this approach, the robot builds a local map, and projects the robot’s path forward to determine what ranges of steering angles would cause a collision within a certain “hit distance”. If no collision-free steering angle can move the robot towards a goal location, a higher-level planner is consulted.

Simmons’ curvature-velocity method [24] and the dynamic window approach of Fox et al. [10] search a space of the robot’s translational and rotational velocities. Obstacles near the robot are transformed into this space by eliminating all commanded velocities that would cause a collision within a certain time period. These methods both take into account the kinematics.
The damping term opposes acceleration of the heading and the dynamics of the robot. Commanded velocities are chosen based on an objective function that considers both progress towards the goal and robot safety.

The TerraScout project at Carnegie Mellon University [21] has incorporated Fajen and Warren’s original model into their obstacle avoidance system. The robot used in this project travels on outdoor terrain at 3–7 m s⁻¹ along a preplanned path and must avoid obstacles. It creates a discretized local map using scanning laser rangefinders, and places a point obstacle in each occupied cell; the goal is set to a point a certain distance ahead on the path. The steering of the robot is set according to the angular acceleration computed by Fajen and Warren’s model.

2.3. Dynamics of behavior

The dynamical systems approach to behavior studies the formulation of behaviors for autonomous agents. Schöner et al. [22] describe a framework for designing behaviors for autonomous robots. As an example, they formulate heading control of a mobile robot using a first order system that places an attractor at the goal heading and repellers at obstacle headings. They make the distinction between the potential field approach, where the system’s attractor is a (static) pose of the robot, and their “dynamical approach” in which behavior (e.g. control of the robot heading) is determined by the location of an attractor, and this behavior changes appropriately with time and the robot state.

3. A model of human navigation

Inspired by the work of Schöner et al. [22], Fajen and Warren [7,8,29] devised a model of human navigation based upon experiments with human subjects. These experiments were conducted in a virtual environment where human subjects wore a head-mounted display and were physically free to move about in a 12 m by 12 m space. Subjects were instructed to walk through the virtual environment towards a goal; in some cases, they had to avoid obstacles along the way. A tracking system recorded subjects’ position and orientation as they moved.

In the first set of experiments, subjects initially walking along a linear path were presented with a goal at different angles and distances from their initial position and heading. The data revealed that angular acceleration toward the goal increased with goal angle and decreased with goal distance. In the second set of experiments, subjects walking straight towards a goal were presented with an obstacle located at different initial angles and distances. In this case, angular acceleration away from the obstacle decreased with both obstacle angle and distance.

In this section, we describe the details of Fajen and Warren’s model, first in the original acceleration framework, and then in our potential field interpretation.

3.1. Acceleration model

The inputs to Fajen and Warren’s model, illustrated in Fig. 1, are the agent’s heading (φ) and the bearing and distance to the goal (ψg and dg) and to the obstacles (ψoi and doi). The angular acceleration is computed according to the following equation:

\[
\ddot{\phi} = -b\dot{\phi} - k_\psi (\phi - \psi_g)(e^{-c_1d_g} + c_2) + \sum_i k_{oi}(\phi - \psi_{oi})(e^{-c_3|\phi - \psi_{oi}|})(e^{-c_4d_{oi}}).
\]  

(1)

This equation consists of three terms: a damping term, a goal term, and an obstacle term:

- The damping term opposes acceleration of the heading in proportion to turning rate \(\dot{\phi}\) according to the damping constant \(b\).
- The goal term pulls the heading towards the goal. Its strength increases proportionally with goal angle \((\phi - \psi_g)\), and decreases exponentially with goal distance. Note that the goal component never decreases to zero with goal distance, ensuring that the agent will turn toward distant goals. The “stiffness” parameter \(k_\psi\) modulates the strength of this component, \(c_1\) determines the rate of decay with goal distance, and \(c_2\) adjusts the minimum angular acceleration toward distant goals. A graph of this component appears in Fig. 2(a).
- The obstacle component pushes the heading away from obstacles. Its influence increases proportionally with obstacle angle for small angles but decreases exponentially with obstacle angle for larger angles. This means that as the agent turns toward an obstacle, the obstacle’s repulsion increases, but only up to a certain point so that the agent can cut in front of the obstacle. In addition, the obstacle component decreases exponentially to zero as obstacle distance increases. Thus, the agent will not turn away from distant obstacles, even those located at small bearing angles. The parameter \(k_o\) determines the strength of the obstacle component, \(c_3\) determines the rate of decay with obstacle angle, and \(c_4\) determines the rate of decay with obstacle distance. A graph of this component appears in Fig. 2(b).

The model parameters were fit to the human data using a least-squares technique; the resulting parameters produced goal and obstacle angle profiles that matched the mean human paths with a Pearson correlation coefficient close to 1.0. Using these parameters, the model was simulated with more complex configurations of obstacles, including pairs of obstacles, cul-de-sacs, and arrays of randomly positioned obstacles. With few exceptions, the model successfully reached the goal while avoiding the obstacles. Additional experiments with human
Fig. 2. Components of acceleration: (a) the goal acceleration in terms of the relative heading to the goal $(\phi - \psi_g)$ and distance to the goal $d_g$, (b) the obstacle acceleration in terms of the relative heading to the obstacle $(\phi - \psi_i)$ and the distance to the obstacle $d_i$.

Fig. 3. Components of the potential function: (a) the goal potential $\Phi_g$ and (b) the obstacle potential $\Phi_i$ for a single obstacle. These surface plots should be considered a collection of one-dimensional potentials over the agent heading $\phi$, relative to the heading to the goal, $\psi_g$, and to the obstacle, $\psi_i$, that are parameterized by the distance to the goal and obstacle, $d_g$ and $d_i$ respectively.

subjects in similar complex configurations revealed patterns of route selection behavior similar to those predicted by the model. The model was demonstrated to be robust through simulations with random noise in angular acceleration at each time step or with 10% error introduced in perceptual variables and parameters.

3.2. Potential field model

We have found that Fajen and Warren’s model can be expressed as a potential field where the goal and obstacles give rise to potential functions over the agent heading. The overall potential can be expressed as:

$$\Phi(\phi) = \Phi_g(\phi) + \sum_i \Phi_i(\phi)$$

where each obstacle $i$ generates an independent potential $\Phi_i$. The agent is then controlled according to:

$$\ddot{\phi} = \frac{d\Phi}{d\phi} - b\dot{\phi}$$

which is equivalent to Eq. (1).

This potential field is different than the traditional potentials used for agent navigation because the “potential landscape” keeps changing as the agent moves (which changes the relative headings and distances to the goal and obstacles). We describe this view of Fajen and Warren’s model to provide additional insight into its operation and because one of our extensions depends on the potential values.

3.2.1. Goal potential

The goal component of Eq. (1) can be expressed as a potential function by taking the negative integral with respect to $\phi$. The goal potential is:

$$\Phi_g(\psi_g, d_g)(\phi) = \frac{1}{2}k_g(\phi - \psi_g)^2(e^{-c_1d_g} + c_2).$$

The potential is a parabolic bowl over $\phi$ that is centered at the heading to the goal $\psi_g$. Note that this potential is a function of $\psi_g$ and $d_g$ which change as the agent moves. The distance to the goal $d_g$ scales this potential so that it is steeper when the goal is near. See Fig. 3(a) for a graph of this potential.
When the agent heading is aligned with the goal, there is no angular acceleration from the goal component of Eq. (1); this corresponds to the agent heading at the minimum of the potential. When the agent is not aligned towards the goal, its heading will accelerate downhill on this potential, i.e., towards the goal. However, as the agent moves closer to the goal, the heading to the goal will change. Damping is therefore required to prevent oscillations around the equilibrium point.

Fig. 4 illustrates the evolution of the goal potential over several points on a path to a goal. Also note the effect of distance to the goal — as the agent approaches the goal, the potential grows steeper.

3.2.2. Obstacle potential

The obstacle component of Eq. (1) can also be expressed as a potential function over the heading by taking the negative integral with respect to $\phi$:

$$
\varphi_{o_i}(\psi_{o_i}, d_{o_i})(\phi) = k_o c_3 |\phi - \psi_{o_i}| + \frac{1}{c_3^2} (e^{-c_3 |\phi - \psi_{o_i}|}) (e^{-c_3 d_{o_i}}).
$$

(5)

The obstacle potential is a “bump” centered at the obstacle heading $\psi_{o_i}$, dropping sharply to both sides, and then decaying to zero. The height of the obstacle potential also decreases exponentially with increased distance to the obstacle so that distant obstacles have a lesser effect on the agent’s steering. See Fig. 3(b) for a graph of this potential. Again note that this potential changes as the agent moves: this potential pushes the agent’s heading away from the obstacle which causes the relative heading to the obstacle to increase at the same time.

When the agent’s heading is close to an obstacle, this potential will cause the agent heading to accelerate away from the obstacle. As the agent passes by an obstacle, $|\phi - \psi_{o_i}|$ grows, dramatically reducing the influence of the obstacle on the agent heading.

One difference from the traditional potential field method is that the obstacle potential has a finite maximum. This is actually necessary so that the agent heading can cross from one side of an obstacle to the other. For example, if an agent is pointed straight into a cluster of obstacles, the agent heading will have to pass in front of at least one obstacle as it steers around the cluster.

3.2.3. Local minima and maxima

There will be local minima in the total potential function; however, this is not the problem that it is for traditional potential field methods. In traditional potential field approaches, a local minimum is a location where the agent will stop making progress towards the goal. In Fajen and Warren’s model, the potential field controls only the steering direction; the translational velocity is held constant. Local minima in the potential represent possible headings to drive around an obstacle and reach the goal. In general, the agent will follow steering directions determined by local minima, and that a local minimum will become a global minimum once the agent has avoided all the obstacles and has a clear route to the goal.

When there are two or more obstacles arranged symmetrically to the left and right of the heading, the obstacle potentials sum together to create a local minimum at a heading between the two innermost obstacles. The local minimum represents a path that the agent may follow even if the obstacles are too close together. It is possible for errors in actuation to dislodge the agent from the shallow local minimum produced in this case — once the agent is sufficiently far off the line of symmetry, one obstacle peak will become larger while the other becomes smaller, and this can cause the local minimum to disappear. Both our extensions presented in Section 4 combine to avoid these situations.

One problem with the original model is a consequence of having a finite obstacle potential: it can produce an unstable local maximum. This is most unfortunate because should the agent not be dislodged from this local maximum, it will run right into the obstacle. While in any real system, we could probably count on noise to dislodge the heading from this point, limited sensor resolution could conspire to prevent this. We have introduced speed control (in Section 4.2) to deal with this problem.

3.3. Agent and obstacle width

Another problem with Fajen and Warren’s model is that the agent and obstacles are treated as points, which means that...
paths would not take into account robot and obstacle widths. One could tune the parameters to adjust for changes in agent or obstacle size, but collisions are still possible, especially when the sizes of obstacles in a scene vary from small to large. In Section 4, we show how this problem can be solved using angular width together with knowledge of robot size and minimum obstacle size.

4. A model for robot navigation

We made two major modifications to Fajen and Warren’s model. First, we modified the obstacle term to account for non-point obstacles; the revised term generates a potential appropriate to the obstacle size and relative to the robot size. Second, we introduced velocity control to guarantee that the robot won’t collide with an obstacle.

We assume that the goal heading and distance are known, that these quantities can either be sensed directly or may be given to the robot, e.g., a point further ahead on a preplanned path provided by a high-level path planning module. For obstacles, however, we have only what can be sensed by a single camera: the heading to the obstacle and its angular width. We do assume that obstacles are circular or are conservatively approximated by circles.

4.1. Extension to obstacle widths

Several things are required to adapt Fajen and Warren’s model to a robot which must avoid obstacles with nonzero widths. First, wider obstacles should generate a wider obstacle potential so the robot takes a wider path around the obstacle. To guarantee that the robot does not collide with an obstacle, this potential must approach infinity as the robot gets closer and closer to the obstacle. Finally, we wish to remove the dependence on the distance to obstacles so that our method can be implemented using single-camera vision.

We have achieved all these objectives by replacing the term $e^{-c_d d_i}$ in the obstacle potential by $(\tan(\theta_i + c_5) - \tan c_5)$ where $\theta_i$ is the angular width of the $i$th obstacle and $c_5$ is a new parameter. The obstacle potential is now:

$$\Phi_o[\psi_o, d_o](\phi) = k_o \frac{c_3|\phi - \psi_o| + 1}{c_3^2} 
\times (e^{-c_5|\phi - \psi_o|})(\tan(\theta_i + c_5) - \tan c_5).$$

(6)

The new term makes use of the tangent function to drive the potential toward infinity as $\theta_i$ approaches some maximum value. As the robot gets closer and closer to an obstacle, its angular width will increase. For any given sized obstacle, there will be a maximum angular width that occurs when the robot has made contact with the obstacle. If we knew the obstacle radius, we could set $c_5$ exactly:

$$c_5 = \frac{\pi}{2} - 2 \tan^{-1}\left(\frac{r_o}{r_o + r_r}\right)$$

(7)

where $r_o$ is the obstacle radius and $r_r$ is the robot radius. Since we cannot depend on knowing the size of each obstacle, we conservatively set $c_5$ using the radius of the smallest obstacle. This has the effect of making the robot conservative about avoiding distant large obstacles; however, given our aim to avoid using the obstacle distance, there is no other choice. We discuss the effect of different obstacle widths in Section 4.4.

4.2. Velocity control

If the robot is following a local minimum between two symmetrically placed and closely spaced obstacles, the robot may still try to pass between them, even using the new obstacle term above: as the robot gets closer, the potential for each obstacle gets bigger and bigger, but because of the symmetry, there is still a local minimum between them.\(^1\)

To keep the robot from attempting to squeeze through an opening that is too narrow, we introduce speed control. Whereas speed was held constant in the original model, we now set it to decrease exponentially as a function of the height of the obstacle potential:

$$v = \max\{v_{\text{max}} e^{-k_v \Phi_o - \epsilon}, 0\}$$

(8)

where $\epsilon$ is a small positive constant so that the velocity becomes zero for sufficiently large values of $\Phi_o$.

In the absence of obstacles, the obstacle potential is zero, and so speed is equal to $v_{\text{max}}$. When obstacles are nearby and/or closely aligned with heading, the obstacle potential is greater, which causes speed to decrease.

The addition of speed control also helps with collision avoidance because the robot will make sharper turns. The navigation model controls angular acceleration and velocity independent of how close the obstacles are. For a given rotational velocity $\dot{\phi}$, the robot will travel with a curvature radius of $v/\dot{\phi}$, where $v$ is the translational velocity. If $v$ decreases, then the turning radius will also decrease resulting in a more aggressive obstacle avoidance maneuver.

4.3. Example

Fig. 6 shows a sample path between two obstacles of different sizes to a goal 5 m ahead. The bottom graph of this figure shows the velocity profile, with white squares indicating speed at the four locations along the path. Fig. 7 shows the corresponding potential for these four points: the top row shows the total potential, and the bottom row shows the goal and obstacle components separately.

When the robot is at the starting location (location A), its heading is aligned with the goal and close to the minimum of the total potential function. Although the obstacle potential is weak because both obstacles are still far away, the peak of the obstacle potential is closely aligned with the robot’s heading, which causes the robot to move at less than its maximum speed of 0.7 m s\(^{-1}\).

\(^1\)We note that this situation can occur when the obstacles are not exactly symmetric and when the obstacles appear symmetric to the robot. For sufficient difference in obstacle depth, however, this symmetry will be broken because the angular widths will change at different rates as the robot moves forward.
By the time the robot reaches location B, the larger obstacle has created a local minimum in the total potential function, which shifts the global minimum to the left of the goal and causes the robot to turn away from this obstacle. The height of the obstacle potential at the robot’s heading is also greater than it was at location A, resulting in a further drop in speed.

At location C, the robot is heading slightly to the left of the obstacle, but the goal and the smaller obstacle push the global minimum to the right, which eventually causes the robot to turn back in that direction. Note that the influence of the smaller obstacle is considerably less than the influence of the larger obstacle because its angular width is smaller. Also, the robot’s speed is greater than it was at location B because the obstacle potential at the robot’s heading is now lower.

By the time the robot reaches location D, it has settled into the minimum of the total potential, which is dominated by the goal potential because the obstacles are now behind the robot. The robot’s speed at this location is close to maximum speed because the obstacle potential is close to zero.

4.4. Simulations with different obstacle widths

In Section 4.1, we pointed out that the robot will behave conservatively when avoiding a distant large obstacle because it turns as if to avoid a nearby small obstacle with the same angular width. This is a consequence of our aim to develop an approach that does not require distance information. When the sizes of obstacles in the scene are similar, then this conservative bias will be inconsequential. As the ratio of the largest to the smallest obstacle increases, the bias may result in longer, more circuitous routes. This is illustrated in Fig. 8(a), which shows a series of simulations with varying obstacle size ratios. For larger ratios, the robot leaves more room than necessary when avoiding the larger obstacle. However, the robot still avoids the obstacles and reaches the goal. Considering the fact that the robot is able to navigate without distance information, avoiding collisions at the expense of taking a longer route is a reasonable tradeoff.

Although the algorithm was designed to work without distance information, such information can be seamlessly incorporated into the algorithm when it is available. Rather than assume that each obstacle’s width is equal to the width of the smallest obstacle, the actual width of each obstacle can...
be estimated using distance information together with angular width. That is, distance information can be used to set a different $c_5$ parameter for each obstacle. This eliminates the conservative bias, and allows the robot to navigate through a field of obstacles whose sizes vary across a wide range. Fig. 8(b) shows the routes followed by the robot using distance information under the same conditions used in Fig. 8(a). Note that the path is affected by the change in obstacle size only to the extent that it is necessary to avoid a collision.

Fig. 9(a) demonstrates that the robot with distance information can effectively navigate through a field of five differently-sized obstacles. When the gap between the last two obstacles is large enough for the robot to fit through, the robot takes the shorter route to the goal (Fig. 9(b)). This illustrates that when distance information is available, it can be used to improve obstacle avoidance and route selection with just a minor modification to the algorithm.

5. Experimental implementation

5.1. Implementation details

We implemented our model on a MagellanPro robot; this is a differential drive robot made by iRobot, with an on-board PC and wireless Ethernet. Although this robot has SONAR and IR sensor rings, the only sensor used in our experiments was an omnidirectional camera mounted atop the robot.

The camera is pointed upwards at a hyperbolic mirror and produces a 640 by 480 pixel image that is then dewarped to a 936 by 240 pixel image with a maximum 0.348 degree/pixel angular resolution. In order to reduce processing time, only half of this image is actually dewarped to provide a 180 degree view; this should not affect navigation since obstacles with large relative headings have a very small effect on the steering.

The goal and obstacles used in our experiments were cylindrical columns ranging from 0.1 to 0.23 m in diameter. The goal was taller than the obstacles (0.6 m high as compared to 0.3 m for the obstacles) in order to avoid goal occlusion. The goal and obstacles were different colors, so color segmentation followed by connected region extraction was used to recover goal and obstacle headings and obstacle angular widths. The distance to the goal was estimated based on its width in the image, taking advantage of its known size of 0.1 m.

The image capture and processing ran at 10 Hz which provided an adequate sample rate to produce smooth paths that avoided obstacles and reached the goal.

5.2. Tuning model parameters

We have developed a procedure for tuning the parameters of our model. In general, the parameters from Fajen and Warren’s experiments cannot be used because the robot uses the model at discrete intervals (at 10 Hz) instead of continuously. Table 1 contains a summary of the parameters, their values in our experiments, and an explanation of their effect on the path.

First, the parameters for goal directed behavior must be tuned. This can be done by starting the robot with the goal off to one side and observing the path that the robot takes. The goal potential will accelerate the heading towards the goal; the aim of this phase of the tuning procedure is to achieve a desired response without any oscillation of the robot heading about the goal direction. The $c_1$ and $c_2$ parameters should be set to 0.4; this is their value from Fajen and Warren’s experiments, and we have found these values to work well on our robot. Initially $k_g$ and $b$ should be set to low values (e.g., 1.0). The damping
Table 1
Model parameters and their effect on paths

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Effect on path</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>5.5</td>
<td>Controls oscillations when following local minima to goal</td>
</tr>
<tr>
<td>$k_g$</td>
<td>2.0</td>
<td>Sets rate of goal attraction. Increasing will result in paths that more aggressively steer towards the goal.</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.4</td>
<td>Used to balance the attraction of a distant goal with near obstacles</td>
</tr>
<tr>
<td>$c_2$</td>
<td>0.4</td>
<td>Ensures that a very distant goal still has effect.</td>
</tr>
<tr>
<td>$k_o$</td>
<td>9.0</td>
<td>Controls obstacle repulsion. Increasing will result in paths that avoid obstacles more drastically. Decreasing will allow the robot to approach closer to obstacles before avoiding.</td>
</tr>
<tr>
<td>$c_3$</td>
<td>4.0</td>
<td>Controls “gap shooting” behavior. Increasing will result in paths that try to go between obstacles. Decreasing will result in paths that go around groups of obstacles. Also controls the clearance a path takes around an obstacle.</td>
</tr>
<tr>
<td>$c_4$</td>
<td>0.0</td>
<td>Only used when estimating distance to obstacles. Increasing this parameter will decrease the effect of distant obstacles so that paths can be more aggressive for close obstacles.</td>
</tr>
<tr>
<td>$c_5$</td>
<td>1.16</td>
<td>Increases obstacle potential to infinity as the robot approaches an obstacle to avoid collisions. This parameter is calculated based on the angular width of the minimum-size obstacle.</td>
</tr>
<tr>
<td>$k_v$</td>
<td>0.5</td>
<td>Rate at which translational velocity is decreased. Should be adjusted to stop the robot before a collision.</td>
</tr>
</tbody>
</table>

Parameter $b$ should be then increased so that oscillations in the path are eliminated, even for large initial relative headings to the goal. Once this basic response is achieved, $k_g$ can be increased to make the robot turn towards the goal more quickly. The tradeoff for higher values of $k_g$ is that higher values of $b$ are required to prevent oscillations, and this will make the robot less responsive to obstacles.

Next, parameters for the obstacle term are set in experiments with a single obstacle. The robot should start pointing towards the goal, and the obstacle should be about halfway between the robot and goal, slightly off to one side. First, note that the $c_5$ parameter should be calculated according to Eq. (7) (for the minimum obstacle size). The obstacle gain $k_o$ should be set initially to $2k_g$, the $c_3$ parameter, to 4.0. The $k_o$ and $c_3$ parameters should then be adjusted so that the robot smoothly avoids a range of obstacle sizes. Increasing $k_o$ will cause the robot to begin turning away from the obstacle earlier. Increasing $c_3$ causes the robot to take paths closer to the obstacle because the obstacle potential will be narrower. Since the tangent term of the obstacle function is designed to rapidly approach infinity when the perceived angular width of an obstacle approaches $\frac{\pi}{2} - c_5$, it is important to tune $c_3$ such that the robot takes a path far enough around the largest obstacle.

If using the distance component of the obstacle term, $c_4$ can initially be set to zero (effectively eliminating this component) and then increased to better control the distance at which the robot starts to avoid the obstacle.

Tests with multiple obstacles should be done to further tune $k_o$ and $c_3$ (and $c_4$ if using the distance component). By decreasing $k_o$ and increasing $c_3$, the paths taken are made more aggressive and goal dominated. They will come closer to obstacles and usually try to fit through gaps between obstacles. The opposite adjustment (increasing $k_o$ and decreasing $c_3$) will result in more conservative paths that tend to go around all the obstacles to get to the goal. As $c_4$ is increased, the robot will ignore more distant obstacles and can then be made to respond more aggressively to nearby obstacles.

Finally, the speed parameter $k_v$ should be chosen so that the robot stops before colliding with an obstacle. This should be tested with a goal directly in front of the robot and two obstacles of minimum size placed on either side of the goal heading, and spaced too close together for the robot to pass. This configuration produces the smallest potential that should stop the robot. The $k_v$ parameter should be set high enough that the robot comes to a stop before a collision occurs.

In general, there are many sets of parameters for which the model will correctly avoid obstacles and reach the goal. However, by changing different parameters, the paths can be drastically altered to be more or less conservative or take “inside” or “outside” paths. See Table 1 for a summary description of each parameter’s effect on the path.

5.3. Experiments

We conducted more than fifty experiments to test our model. We ran all of these experiments with a maximum velocity of 0.7 m s$^{-1}$. There were a number of trials with varying complexity to show that the model works for different sizes and numbers of obstacles.

Fig. 10 shows some trials designed to test basic obstacle avoidance behavior. Note that the paths are all smooth and take reasonably efficient paths through the field of obstacles. The experiments shown in Fig. 11 illustrate the effect of obstacle width on the robot’s path. A wider obstacle creates a larger and wider potential, steering the robot further away from that obstacle.

Fig. 12 shows experiments to test the behavior of the robot avoiding a cluster of obstacles. In Fig. 12(a), the robot chooses
Fig. 10. Experimental results: simple trials to illustrate the paths taken by our model. Note that in these and other experimental data shown, the robot was programmed to slow down and stop short of the goal (the white circle). The black circles are sized proportionately to the corresponding obstacle’s size.

Fig. 11. Experimental results showing the effect of obstacle width.

Fig. 12. Experimental results showing the effect of obstacle width.

a path through a gap between two obstacles. When the obstacles are spaced closely together, as in Fig. 12(b), the resulting obstacle potential causes the robot to steer completely around the cluster. There are, however, situations such as in Fig. 12(c), in which the robot is following a local minimum corresponding to a gap that is too narrow for the robot to pass. As the robot approaches this gap, the level of the obstacle potential rises, causing the robot to slow down and stop before a collision occurs. In some cases the robot can rotate until it reaches another local minima in the potential that can lead it out of this situation.

These experiments demonstrate the basic capabilities of our method for obstacle avoidance. Note that this is accomplished without any depth information for the obstacles.

5.4. Comparison with VFH+

We performed a series of tests in simulation to compare the behavior of our model with VFH+ [27], a commonly used obstacle avoidance method. VFH+ (an enhanced version of the Vector Field Histogram method) takes a local occupancy grid map and creates a polar histogram based on a thresholded “obstacle density”. It then eliminates steering directions that violate kinodynamic constraints of the robot and then chooses a steering direction in an obstacle-free valley of the histogram.

In order to make a fair comparison between our model and VFH+, we incorporated distance information as described in Section 4.4. We implemented our method in the Player/Stage framework using the model for an ActivMedia Pioneer robot (a differential drive robot) with a SICK laser scanner. Depth discontinuities were used to segment the laser scan, and the distance, bearing, and angular width were calculated for each segment. We used the built-in implementation of VFH+ in Player/Stage.

We ran a number of simulations for fields of circular obstacles of varying size; a few of our results are shown in Fig. 13. In general, we found that our method produces much smoother paths than the VFH+ method. This is not surprising given that the VFH+ method starts with a local map and therefore does not consider distant obstacles. In addition, the “obstacle density” is a function of the distance to an obstacle, so an obstacle would not surpass the threshold until it is relatively close. Thus when VFH+ comes upon an obstacle, it tends to have to take sharper turns to avoid it.

6. Conclusions

In this paper, we described and analyzed a model of human navigation, and adapted it for vision-based robot navigation. Both the original and adapted versions of the model can be described in terms of a potential function defined over the robot’s heading. The goal potential is a parabolic bowl centered on the goal heading, and the potential for each obstacle is a peak centered on the obstacle heading. Because the potential is formulated in terms of relative headings to the goal and obstacles, the potential function changes as the robot moves. Local minima in the total potential function represent headings that will steer the robot around obstacles and toward the goal. Once the robot has avoided all of the obstacles and has a clear route to the goal, the local minimum will become a global minimum centered on the heading of the goal. In this sense, our
potential function provides a control law for the robot heading to track a path to the goal.

The original model of human navigation is completely reactive and simple to compute, directly applicable to steering nonholonomic vehicles, and produces smooth, natural looking paths. However, this model is not suitable for vision-based robot navigation because obstacles are treated as points, knowledge of obstacle distance is required, and collisions with obstacles are possible. Our modification of the original model uses the obstacles’ angular width rather than distance, and controls speed based on the obstacle potential to help with collision avoidance. Together, these two modifications address the shortcomings of the original model, while still retaining its advantages. We implemented our model on a differential-drive mobile robot and conducted experiments with multiple obstacles of varying sizes.

Because the angular width of obstacles, not their distance, is used, our method is somewhat conservative — a large distant obstacle can have the same angular width as a closer small obstacle. Despite this limitation, our method has been demonstrated to be effective for real-time navigation and obstacle avoidance.
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